
Expand your Training Limits!
Generating Training Data for ML-based Data Management
Francesco Ventura∗

francesco.ventura@polito.it
Politecnico di Torino

Zoi Kaoudi
zoi.kaoudi@tu-berlin.de
TU Berlin & DFKI GmbH

Jorge-Arnulfo
Quiané-Ruiz

jorge.quiane@tu-berlin.de
TU Berlin & DFKI GmbH

Volker Markl
volker.markl@tu-berlin.de
TU Berlin & DFKI GmbH

ABSTRACT
Machine Learning (ML) is quickly becoming a prominent method 
in many data management components, including query optimizers 
which have recently shown very promising results. However, the 
low availability of training data (i.e., large query workloads with
execution time or output cardinality as labels) widely limits further 
advancement in research and compromises the technology transfer 
from research to industry. Collecting a labeled query workload has
a very high cost in terms of time and money due to the development 
and execution of thousands of realistic queries/jobs.

In this work, we face the problem of generating training data for 
data management components tailored to users’ needs. We present
DataFarm, an innovative framework for efficiently generating and 
labeling large query workloads. We follow a data-driven white-
box approach to learn from pre-existing small workload patterns, 
input data, and computational resources. Our framework allows
users to produce a large heterogeneous set of realistic jobs with 
their labels, which can be used by any ML-based data management
component. We show that our framework outperforms the current 
state-of-the-art both in query generation and label estimation using
synthetic and real datasets. It has up to 9× better labeling perfor-
mance, in terms of R2 score. More importantly, it allows users to 
reduce the cost of getting labeled query workloads by 54× (and up
to an estimated factor of 104×) compared to standard approaches.

1 INTRODUCTION
Machine Learning (ML) is rapidly acquiring a prominent role in data
management, being at the core of several innovative techniques [10, 
18, 19, 24–26], including different aspects of query optimization. For
instance, researchers have used ML for cardinality estimation [23, 
24, 46], join ordering enumeration [25, 31], cost model learning [2,
∗Work done while interning at TU Berlin.
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Figure 1: Runtimes for manually collecting query labels.

30], execution time estimation [3, 21, 33, 55], and for learning the
entire query optimizer itself [30].

However, a well-known requirement for most ML-based solu-
tions is the acquisition of valuable data to train the models on. The
effectiveness of such models depends on (i) the quantity of training
data, (ii) the quality of training data, i.e., the quality of the features
that can be extracted, and (iii) the availability of valuable ground-
truth labels to learn from. These requirements quickly become a
road blocker in the context of query optimization: Collecting a
large number of real queries with labels (e.g., jobs’ execution time
or cardinality values) is a tedious (if not impossible) task. It requires
developing and executing thousands of heterogeneous queries (or
jobs)1 to generate training data composed of queries with labels.

For example, collecting execution times or cardinality values for
10,000 jobs with 1TB of data would require more than 6 months.
Figure 1a shows that collecting labels for only 500 OLAP jobs with
input data of about 1TB would take almost 10 days. Also, Figure 1b
shows that, even with just 1GB of input data, running 10,000 jobs
can easily go over four days.2 Ideally, once the training data reaches
good performance, its size does not have to increase over time if
concept drift is not present, which is not true in reality [9, 16, 20, 22].
Therefore, the current practice of running an entire query workload
to get its labels is not only expensive but also more than two orders
of magnitude slower than the ideal. Furthermore, one has to collect
again the labels whenever the distribution of the input data and
workload changes [16, 19], making this approach impractical.

Surprisingly, the database community has made little progress
in tackling the problem of generating labeled workloads [19, 21].
Most works still assume the availability of training data exploiting
both private and public, often synthetic, datasets to develop and
test their solutions [24, 25, 30, 53]. In contrast to other domains,
where advanced data augmentation techniques play an important
role [39, 42, 45], just a few preliminary attempts have been made in
data management [21]. We still rely on task-specific benchmarking
1We henceforth use the two terms interchangeably.
2We provide the experimental setup in Section 6.1.
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workload generators, such as TPC-H [37] or TPC-DS [36], which
produce homogeneous workloads with low variance from few fixed
patterns. However, none of these benchmarks provide any kind of
labeling and thus they require executing a huge amount of queries.

We make a step forward towards the reliability of ML-based
query optimization, where ML is used in the place of cost models
or cardinality estimation processes, via a training data generation
process. This can be achieved with a data-driven white-box query
workload augmentation which includes label estimation for each
query: (i) A data-driven approach can tailor the newly generated
workload to users’ needs by considering their workloads, input data,
and computational resources; (ii) Estimating labels, i.e., execution
times or cardinality values, avoids the onerous task of executing
a workload of thousands of jobs, and; (iii) A white-box strategy
allows users to understand and debug every step of the process.

However, developing an efficient and reliable training data gener-
ation framework is challenging for many reasons. First, how can we
generate jobs that are representative of an existing small workload?
Second, how can we take into account the real distribution of the
data while generating a new labeled query workload? Third, how
can we efficiently produce reliable labels taking into account the
performance of computing resources? Fourth, which is the smallest
set of representative queries that should be actually executed to
learn information that provides reliable labels?

We propose DataFarm, a novel framework that enables a data-
driven and white-box training data generation required for ML-
based query optimization. In detail, we (i) analyze the execution
patterns of an existing small query workload, (ii) analyze the distri-
bution of input data and fitting the characteristics of computational
resources, and (iii) significantly reduce the labeling generation time.
In summary, after giving an overview of our framework (Section 2),
we present the following major contributions:

(1) We propose a data-driven augmentation process of pre-existing
query workloads. This process learns the real execution patterns
as Markov Chains [15] and generates new heterogeneous abstract
plans exploiting real operators’ distributions. (Section 3)
(2) We present a job instantiation algorithm that allows us to create
an augmented set of realistic jobs by instantiating different variants
for each previously generated abstract plan. Also, it exploits the
user’s input data to tailor the newly generated workload to real use
cases increasing its reliability. (Section 4)
(3) We introduce an efficient labeling forecasting process based on
an active learning approach. It characterizes jobs at the operator-
level with interpretable features, actively improving forecasting
performance by executing the smallest number possible of jobs. It
also predicts the uncertainty for each forecasted label, which allows
us to optimize the accuracy of the process. (Section 5)
(4) We extensively evaluateDataFarm and demonstrate its quality
and high efficiency compared to the current state-of-the-art. The
results show the superiority of our framework: It has up to 9× better
prediction performance and saves up to 54× of time by building a
reliable dataset that is tailored to the user’s need. (Section 6)

2 OVERVIEW
The goal of DataFarm is to produce, in a reasonable time, a large
amount of training data (i.e., query workload with labels, typically

runtime) required for learned data management components. Fig-
ure 2 illustrates the process, composed by: (i) the Abstract Plan
Generator, (ii) the Synthetic Job Instatiator, and (iii) the Label Fore-
caster. We use throughout the paper the following running example.
The example input data are three tables, A.Products(id, price,
description), B.Shopping_Cart(product_id, customer_id,
quantity), C.Customers(id, age, name), referenced from now
on as Table A, B, and C, and the fields of each table are enumerated
with the corresponding lowercase letters and position id for brevity
(e.g., Products.id is A.a1). We consider a query (a dataflow job)
that filters the products with a price higher than 5, then joins tables
A and B to obtain the products currently in the users’ shopping cart,
and aggregates the results to obtain the total price considering the
ordered quantities. The black-edged nodes in the Directed Acyclic
Graph (DAG) in Figure 3 show the execution plan of this job.

The Abstract Plan Generator (Section 3) takes as input the pre-
existing (presumably small) real workload, learns the relations be-
tween the operators, and generates a number of new heterogeneous
abstract plans 1 . An abstract plan is a DAG of platform-agnostic
operators that describes an execution plan without the actual op-
erator implementation. In our example, a generated abstract plan
follows a similar structure to the original plan while it may include
new operators (operators without a black-edge in Figure 3). The
user can specify settings, such as the maximum number of plans to
generate and the maximum number of join operators in each plan.

Source
Table A

Filter
A2 > 5

Join
A.a1 B.a1

Map
O(n)

Map
O(n²)

Source
Table B

Group By
B.b1

Reduce

Sink
Table B

Figure 3: Ex-
ample DAG.

Then, the Synthetic Job Instantiator (Sec-
tion 4) takes as input the generated abstract
plans and for each of them, it creates different
job instances 2 . It combines input parameters
extracted from the input data metadata, such
as the distribution of filterable values and in-
put data entity relation schema. The content
of the black-edged nodes in Figure 3 describes
a possible instantiation. The output is an aug-
mented set of realistic jobs along with a set of
operator-level information about the instanti-
ated jobs (i.e., job instances metadata).

At last, following an active learning ap-
proach, the Label Forecaster (Section 5) chooses
few job instances through the Job Execution
Sampler 3 to execute. At the same time, it
computes the features of the job instances sam-
ple through the Feature Extractor. Next, through theModel Builder, it
trains a predictive model with the features of the executed jobs 4a
and the collected execution time 5 . The Forecaster then exploits
the features of the non-executed jobs 4b and the model 6a to
predict the missing labels (i.e., runtime). The Uncertainty Evaluator
computes the labels’ uncertainty analyzing the model 6b and the
forecasted values 7 . While still highly uncertain, the Job Execu-
tion Sampler exploits the forecasted values to incrementally sample
and execute a new small set of the most uncertain 8 . Then, the
Label Forecaster updates the predictive model and improves label
quality. The output of the whole process is an augmented dataset
of labeled jobs, tailored to the input query workload, input data,
and computational resources 9 .
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Figure 2: DataFarm’s training data generation process. The process is composed of three main components: (i) Abstract Exe-
cution Plan Generator, (ii) Synthetic Job Instatiator, and (iii) Label Forecaster.
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Figure 4: Abstract Plan generation with Transition Matrix.

WedesignedDataFarm in away that one can easily extend (i) the
Abstract Plan Generator to support new operators, (ii) the Synthetic
Job Instantiator to support custom UDFs and input data, and (iii) the
Label Forecaster to support different target labels, such as execution
time or output cardinality. The current implementation supports
the most common operators of Apache Flink [8], i.e., Source, Sink,
Map, Reduce, Filter, Join, GroupBy, Partition, and SortPartition. We
use DataFarm into Agora, a data infrastructure for AI sharing and
innovation [49].

3 GENERATING ABSTRACT PLANS:
IMITATING REAL WORKLOAD PATTERNS

In practice, it is common to have a workload containing few fre-
quent execution patterns (e.g., many joins and few filters). One has
to consider these patterns to build a reliable augmented workload.
The Abstract Plan Generator (APG) addresses the problem of (i) learning
execution patterns from a small real workload and (ii) generating new
plans that are representative of the real ones.

The main goal of APG is to create new plans that follow the
distribution of the operators found in the input workload, while in-
creasing their variety. Following the distribution of input workloads
prevent us from creating non-meaningful sequences of operators.
In data management systems, jobs are usually defined by logical
plans implemented as DAGs: the nodes represent unary or binary

logical operators and the links describe the input/output relations
among them. APG iteratively generates synthetic abstract plans
taking as input a few existing logical plans and analyzing their
structures and characteristics. The APG algorithm is composed of
two main phases: the learning and generation phases.
Learning phase. First, APG learns general statistics about the in-
put workload, such as the distribution of the longest path lengths
and the number of joins in each plan. Then, to learn the common
execution patterns contained in the real jobs, each logical plan is
analyzed as a Markov Chain [15]. Each node in the DAG, i.e., each
operator, represents a possible state of the system independent from
the previous and the next one. Thus, APG learns two transition
matrices [15], one for the previous and one for the following state.
In this context, a transition matrix is a square matrix used to de-
scribe all the possible transitions from an operator to another. APG
learns the probability of each possible transition by considering
its relative frequency of appearance in each input plan. The first
transition matrix, the Children Transition Matrix (CTM), contains
the probability mass function of each operator o at step t describing
its probability of transiting to any other child operator at step t + 1
(see left bottom corner in Figure 4). CTM can be queried to get
the probability P(ot+1 |ot ) = CTMot ,ot+1 of moving from a given
operator ot to a child operator ot+1. The second transition matrix,
the Parent Transition Matrix (PTM), contains the probability mass
function of each operator o at step t describing its probability of
transiting to any other parent operator at step t − 1. PTM can be
queried to get the probability P(ot−1 |ot ) = PTMot ,ot−1 of moving
from a given operator ot to a parent operator ot−1.
Generation phase. The generation phase follows the distribution
learned from the input workload. It takes advantage of the learned
matrices to create abstract plans that imitate the structure and pat-
terns of the already existing jobs. For each abstract plan, if not
differently specified by the user, APG defines the maximum path
length and the maximum number of joins for the new plan by
sampling the corresponding distributions discussed in the learning
phase. Figure 4 shows the main steps of this phase for our running
example. Each new abstract plan starts with a DataSource node.
Figure 4 1 shows the beginning of the generation process. Then,
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the algorithm iteratively proceeds forward by sampling the proba-
bility mass function of the current operator CTMot and deciding
which would be the next operator ot+1 to insert in the abstract plan.
As probabilities are used as weights when sampling, a transition
having zero probability will never appear in the abstract plans.

Every time a Join operator is encountered, the algorithm starts
a new backward branch. Figure 4 2 shows the beginning of the
backward generation process. From a Join operator, the algorithm
iteratively proceeds backward by sampling the probability mass
function PTMot and selecting which would be the parent operator
ot+1. The backward generation proceeds until a new DataSource
is encountered or if half of the maximum depth is reached. As a
design choice, the algorithm does not allow for introducing further
Join operators in backward branches, producing left deep plans
only. This allows identifying, in the instantiation phase, the main
execution branch that contains all the Join operators while all
the other execution branches will just merge with the main one.
Once a backward branch is complete, the forward generation con-
tinues from the lastly introduced Join. If the maximum number
of Join operators is reached, we simply skip them when sampling
the children operators. The generation process terminates when a
DataSink is encountered or when the specified maximum depth
is reached. Figure 4 3 shows the generated abstract plan for our
running example after the final step of the generation phase.

The generation process is repeated as many times as the number
of required abstract plans θ . The output is a collection of abstract
plans P = {p0, . . . ,pθ } that needs to be instantiated.

4 INSTANTIATING ABSTRACT PLANS:
CONSIDERING REAL DATA DISTRIBUTION

The abstract plans P = {p0, . . . ,pθ } outputted by the abstract plan
generator cannot be executed yet for two reasons. First, they are
not concrete jobs for a specific system. Second, the operators’ user-
defined functions (UDFs), such as selection predicates, have not
been instantiated. To generate a representative query workload, it
is of primary importance to instantiate UDFs tailored to real data
distributions. Managing the wide range of UDFs along with their
parameters and the possible join orderings that can be implemented
is the main challenge we face when instantiating abstracts jobs.

The Synthetic Job Instantiator (SJI) addresses the problem of (i) creating an
augmented set of executable jobs for each abstract plan, and (ii) including
real input data metadata and custom UDFs in the instantiation process.

The Synthetic Job Instantiator (SJI) leverages statistical analysis
of the input data and instantiates realistic jobs including custom
UDFs. SJI also exploits input data’s metadata to ensure a realistic
instantiation for each operator making them always executable. For
example, Filter operators exploit only fields and values that can
be filtered, and Joins are performed only among joinable fields.

Given a set of abstract plans, SJI provides different heteroge-
neous job instances for each of them covering most of the possible
relevant queries that can be performed with the input data. In the
following, we first explain why input data metadata is necessary for
the instantiation process and detail how we compute it (Section 4.1).
We then discuss how the instantiation algorithm works (Section 4.2)

and describe why and which job instances’ metadata is collected
during the instantiation process (Section 4.3).

4.1 Leveraging Input Data Metadata
Besides the abstract plans, SJI also receives input data metadata,
which is necessary to tailor jobs instances to each use case (see
Figure 2). The input data metadata is composed mostly of structural
information and statistics that add great value to the instantiation
process. First, SJI has to be aware of the schema of the data: the
fields that can be joined, and the ones that can be filtered and/or
grouped. Second, it is necessary to extract statistics, i.e., table car-
dinalities, the number of distinct values for each field that can be
grouped, and the discrete distribution of the values in each field that
can be filtered. The metadata related to the input data schema is
necessary to handle all the possible join orderings and the different
combinations of input parameters while instantiating the operators.
The metadata related to cardinality and values distribution has a
two-fold function: (i) SJI exploits this metadata to decide the fields
and the values to filter on or the fields to group by; and (ii) SJI keeps
track of these decisions as jobs’ metadata, e.g., filters selectivity
or group by output cardinalities, to be able to characterize each
instantiated job at the operator level. SJI offers two interfaces to
integrate the input data metadata in the generation process: the
(i) Database Manager and (ii) Table Manager.

The Database Manager (DM) is the interface that allows users
to include a new database with its tables and their relations (Data-
base Manager in Figure 5a). SJI requires the DM to be aware of
the database schema to consider each possible join ordering. The
Table Manager (TM) is the interface that allows to include per-table
statistical metadata. Each table in the database has to be represented
with an implementation of the TM interface (Table Managers in
Figure 5a). Then, each TM implementation should include the infor-
mation about the table cardinality, the discrete distributions of each
filterable field, and the number of distinct values in each group by
field. Note that a TM defines a particular instantiation strategy for
an abstract operator and provides the necessary tools to implement
new operators’ UDF. Thus, with a minimum effort, one can pro-
vide a custom instantiation strategy for each logical operator. SJI
provides a default TM implementation for most operators.

4.2 Instantiating Abstract Plans
The instantiation process takes as input a set of abstract plans (P ),
the number of instances (I ) to generate for each p ∈ P , and the
input data metadata represented by aDatabase Manager and a list of
Table Managers. Figure 5a shows an example of inputs and outputs
of the instantiation process for a given abstract plan and the input
dataset described in Section 2.

For each input abstract plan p, SJI produces a collection of possi-
ble join orderings by leveraging the Database Manager. The join
orderings are represented by table sequences, where the length of
each table sequence matches the number of data sources in p. For
each job instance i ∈ I , SJI chooses a new table sequence and starts
a recursive instantiation of the execution branches (i.e. sequence of
unary operators) contained in p. The main execution branch is the
one selected in the first recursion going from source to sink. All
the remaining ones are sub-branches that start from other sources
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Figure 5: Job instantiation running our example: (a) overview of Job instantiation given one abstract plan, theDataset Operator
Manager, and the Table Managers; (b) main steps of the job instantiation.

and reach the join operators merging with the main branch. Recall
sub-branches do not contain any other join operator (see Section 3).

The recursive instantiation begins by extracting the main execu-
tion branch and the first Table Manager tm from the table sequence.
The algorithm then iterates over the abstract operators contained
in the execution branch and exploits tm to obtain a valid instance
of the current operator. Figure 5b- 1 shows the instantiation of
the first DataSource operator in the main execution branch. If a
Join operator is encountered in the main execution branch (Fig-
ure 5b- 2 ), the algorithm recursively starts the instantiation of the
next sub-branch that converges to it. Thus, the visit of the new
sub-branch begins from its DataSource (Figure 5b- 3 ), the next
Table Manager is selected, and the algorithm proceeds iteratively
instantiating all the subsequent operators. Once consumed by all
the operators in the sub-branch, the algorithm returns to the main
branch updating the old Table Manager with the one in the sub-
branch and instantiating the Join operator (Figure 5b- 4 ). The
job instantiation proceeds following the previous steps until the
DataSink is reached. Figure 5b- 5 shows a completed job instance.

SJI follows a pseudo-random approach to generate different job
instances for the same abstract plan. When the operator instantia-
tion requires selecting the input field or the input argument (e.g., in
the case of groupby or filter operators) and its value, the correspond-
ing Table Manager randomly chooses one of the possible fields and
samples its values. The output of the instantiation process is a set
of executable job instances J = {j0,0, . . . , jp,i } with p ∈ P, i ∈ I .

4.3 Characterizing Jobs with Metadata
During the instantiation process, all the decisions made by SJI are
recorded to be used in the next steps. The Job Instances Metadata
(see Figure 2) provides a detailed operator-level description of each
instantiated job. We can use jobs’ metadata to assess the content of
each job enhancing the interpretability of the process and ensuring
complete coverage of the input data. The jobs’ metadata is also
important to extract features for each job (as we will see in Sec-
tion 5.2). The challenge is that real cardinalities are not available for
the generated operators, apart from Source operators. The input
data metadata includes only the raw cardinalities of the input tables

and the selectivities of the filterable values on raw input data. We es-
timate all the other operator’s cardinality using textbook estimation
techniques [17].3 SJI extracts the recorded metadata during instan-
tiation from Table Managers, which contain information about the
input distribution. In detail, we record: (i) the selectivity of each
operator instance during the job instantiation; (ii) the UDF com-
putation complexity for Map-like operators, and; (iii) the estimated
output cardinality for Groupby and Reduce-like operators.

5 ACTIVE LABEL FORECASTING: LABELING
QUERYWORKLOADS

Generating a large set of heterogeneous jobs is not sufficient for the
new era of learned data management components. The runtime of
these jobs is also crucial for training supervised ML models because
it serves as the label of the training data. However, executing all
this amount of jobs is impractical: We observed in our experiments
that executing 10, 000 OLAP queries using Flink [4, 8] on a 50GB
dataset and a four-quadcore-nodes cluster takes more than a month.
We, thus, label the augmented set of job instances exploiting an
active learning approach. We iteratively label some of the jobs by
actually executing them and forecast the labels of the non-executed
jobs using an ML model.

The Label Forecaster (LF) addresses the problem of (i) characterizing jobs
by means of interpretable and representative features, (ii) finding the
smallest possible set of representative jobs to execute, and (iii) predicting
the labels along with uncertainty for the non-executed jobs.

The cost of executing a set of jobs is strictly related to the
available computational resources and data management platforms.
Defining a cost model that takes into account different platforms
and the huge amount of parameters contributing to the runtime
of a job is a complex, still unsolved, problem. Our Label Forecaster
(LF) overcomes this complexity by inferring the task-specific cost
model directly from the available data at the cost of collecting few
labeled samples necessary for the model training. In the following,
we first introduce and explain the active-learning-based strategy

3Cardinality estimation is out of the scope of this work.
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Algorithm 1: Active labeling.
Input : jobs instances J ; computational resources R ; number of init. jobs κ ; threshold

η; early stopping threshold λ; max iterationsMAXi
Output : set of labels L

1 L ← ∅; Lex ← ∅; L̂noex ← ∅; Jex ← ∅; Jnoex ← ∅;U ← ∅; i ← 0;
2 F ← FeatureExtractor.transform(J );
3 Sex ← JobExecSampler.initialize(F , κ );
4 while not earlyStop(U , λ) or i < MAXi do
5 Lex ← Lex ∪ R .submit(Sex );
6 Jex ← Jex ∪ Sex ;
7 Jnoex ← J \ Jex ;
8 M ←ModelBuilder(F [Jex ], Lex );
9 L̂noex ← Forecaster(F [Jnoex ],M );

10 u ← UncertaintyEstimator(L̂noex ,M );
11 U ← U ∪ {u };
12 Sex ← JobExecSampler.nextExecs(Jnoex , u , η);
13 i ← i + 1;
14 end
15 L ← Lex ∪ L̂noex ;
16 return L

(Section 5.1). We, next, describe the feature extraction process (Sec-
tion 5.2) and present the details of the model building, forecasting,
and uncertainty evaluation (Section 5.3). We then discuss how we
sample jobs for execution (Section 5.4).

5.1 Active Learning Strategy
One of the main challenges with any data-driven solution is the
cost of labeling samples, in our case the cost (in terms of money and
time) to execute jobs. To tackle this problem, we follow an active
learning approach [14] based on quantile regression forests [35].
An active learning strategy allows the LF to incrementally execute
the unlabeled job instances by selecting only the most informative
ones. Thus, the learner, iteration after iteration, executes only the
jobs that really add new information to the ML model. This allows
the LF to reach high predictive performance with fewer training
labels w.r.t. traditional ML approaches.

Algorithm 1 describes the main steps of the active learning pro-
cess used by LF (see also Figure 2). Initially, no labels are available
in the set of jobs’ labels L. From the input set of job instances J , LF
computes the set of operator-level features F through the Feature
Extractor (line 2). Then, through the Job Execution Sampler, LF se-
lects the initial subset of the workload to execute, Sex , exploiting an
unsupervised analysis of F that maximizes the differences between
the available jobs (line 3). Next, the selected jobs Sex are submitted
to the computing resources R, their execution times are collected in
Lex (line 5), and the sets of executed jobs Jex and non-executed jobs
Jnoex are consequently updated. Via the Model Builder, LF exploits
the labels extracted from the executed jobs Lex and the correspond-
ing features F [Jex ] to build the predictive modelM (line 8). At the
same time, it predicts the set of labels L̂noex given the features of
the non-executed jobs F [Jnoex ] and the trained modelM through
the Forecaster (line 9). As the labels are estimated, it is important
also to evaluate the uncertainty of the predictive model in the fore-
casting process. LF computes the uncertainty u for each forecasted
label in L̂noex using the Uncertainty Evaluator (line 10). We dis-
cuss the details about theModel Builder, Forecaster, and Uncertainty
Evaluator in Section 5.3. Before completing an iteration, LF selects
the jobs with the highest uncertainty (line 12) to execute them and
to update the predictive model increasing its performance in the
next iteration. This iterative learning process between lines 4-14

is repeated until the model’s uncertainty U matches a given early
stopping condition λ or if the maximum number of iterationsMAXi
is reached. The output of the algorithm is the union of the set of
extracted labels and the set of forecasted labels (line 15).

5.2 Interpretable Operator-Level Features
One of the main steps of LF is the feature extraction from each job
instance. We aim for an operator-level feature extraction process
using statistical analysis. Recall that the job instances produced by
the job instantiator have been characterized by operator-level meta-
data, which LF exploits when extracting features. Operator-level
statistics has several advantages concerning plan-level features [3]
producing complex embeddings [32] or using mixed approaches
with embeddings at query- and plan-level [30]:
(1) Operator-level statistical features describe more precisely the
characteristics of a job w.r.t. plan-level ones, including latent details
about the data processed during the execution.
(2) Statistical features are more interpretable compared to complex
embeddings leading to a white-box interpretable outcome.
(3) To build a robust embedding neural network, like the one pro-
posed in [30], an onerous training phase is required while comput-
ing statistics is much more efficient.

The cardinality of the input data exploited by each job is one-hot-
encoded setting the cardinality value if the table is used and zero
otherwise. The UDF complexity of Map operators is represented by
the order of magnitude of the number of fields in each record times
the number of records analyzed by the Map instance. The order of
magnitude is represented by powers of 10 by applying the corre-
sponding complexity function O(1), O(n), or O(n2). We represent
all other logical operators by statistics computed on the estimated
output cardinalities. The more the output cardinality estimation
for each operator is precise, the better the jobs will be character-
ized. LF exploits cardinality estimation based on the histograms
provided in the input data metadata, however, any estimation tech-
nique can be applied at this step. Notice that output cardinality
estimation is a very complex task [27, 46] extensively studied in
the literature [18, 24, 34, 46] and it is out of the scope of this work.

Among the superset of features that could be extracted by analyz-
ing the instantiated jobs, e.g., #operators, #joins, or max logical path
length, we keep only the features with the most relevant variance.
We do this by analyzing their principal components through PCA
(Principal Component Analysis). Furthermore, we remove noisy
features by checking their feature importance during the learning
process, as defined for CART algorithms [7].

5.3 Model Building and Forecasting
Forecasting jobs’ execution time is a supervised regression process
and it requires training on labeled data. The ML model at the core
of this learning process is the quantile regression forests [35] (QRF).
QRF belongs to the family of Random Forest (RF) algorithms, known
in general for their robustness and flexibility in learning very com-
plex functions with high-dimensional data [6, 43]. Moreover, RFs
are also considered white-box algorithms by explaining the per-
formed predictions through feature importance analysis [7]. The
standard RF, however, is limited by the approximation made while
predicting output labels because it performs a weighted average
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among the decisions taken by each inner tree. Quantile Regression
Forest, instead, overcomes this issue by estimating the decisional
distribution function of the inner trees. Thus, through QRF, con-
ditional quantiles about each outcome are extracted providing the
prediction interval in which, with high probability, the forecasted
value is going to be. In practice, QRF allows understanding how
much the model is uncertain about the forecasting of execution
times, further improving the interpretability and reliability of the
proposed approach. Below, we detail the model building, forecast-
ing, uncertainty evaluation, and learning early stopping heuristics.
Training and forecasting with uncertainty. The Model Builder
trains and updates the QRF model at each iteration of Algorithm 1.
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Figure 6: Predictions’ uncertainty.

The model is trained
on the logarithm of
the execution time of
the set of executed
jobs. This non-linear
transformation allows
for balancing the high
disparity that usually
exists between jobs’ execution time (i.e., different jobs executed
on the same dataset can take from a few milliseconds to hours),
simplifying the learning process. The Forecaster exploits the trained
QRF model to predict the labels for the set of non-executed jobs
by applying the exponential operation to take back the estimated
values to the time domain. The uncertainty of each forecasted label
is computed by the Uncertainty Evaluator. To do so, it queries the
QRF model and extracts the prediction interval that is composed of
the first and the third quartiles (i.e., 25% and 75%) of the model’s
decisional distribution function. These quartiles correspond, respec-
tively, to the lower and upper uncertainty boundaries. Thus, each
forecasted label is characterized by the estimated value l̂ ∈ L̂noex
and its prediction interval [ulow (l̂),uhiдh (l̂)]. The smaller is the
amplitude of the prediction interval, the lower is the label’s uncer-
tainty given byu(l̂) = uhiдh (l̂)−ulow (l̂). Figure 6 shows an example
of forecasted values centered w.r.t. the mean of the predictions.
Assessing forecasting performance without ground truth. In
our case, it is not possible to use standard supervised metrics for
regression tasks, e.g., R2 score [11], for estimating the quality of
the forecasted labels of the non-executed jobs. This is because the
ground truth (i.e., the real execution time) is not available. Also,
evaluating the quality during the hyperparameter tuning phase of
LF’s model can lead to very unstable results because the number
of executed jobs would be very low compared to the non-executed
ones. Thus, LF analyzes the model’s uncertainty itself. It calculates
the model’s uncertainty ū by averaging all labels’ uncertainties:

ū =

∑L̂noex
l̂

uhiдh (l̂ ) − ulow (l̂ )

|L̂noex |
(1)

The intuition is that a decrease in the model’s uncertainty during
the iterations of Algorithm 1 represents a more accurate prediction.
Thus, an increment of uncertainty can be a symptom of less reliable
forecasting. In this sense, the model’s uncertainty is a metric that
can be exploited to evaluate the reliability and quality of the pre-
dicted labels. Experimental results show also that while the model’s
uncertainty decrease, the percentage of variance explained by the

model, i.e., R2 score, increases confirming that the model’s uncer-
tainty is an effective metric to measure the predictive performance
in absence of ground truth values (see Section 6.6).
Early stopping active learning. Exploiting the analysis of the
model’s uncertainty, we use a heuristic to stop the incremental
learning process. The model’s uncertainty shows the tendency to
decrease while incrementing the number of executed jobs: The
more jobs are executed, the lower the uncertainty is and the highest
the model’s performance is supposed to be. However, we must find
a compromise between predictive performance and the number of
executed jobs, because every new iteration is potentially very costly
due to the jobs’ execution time. Taking a conservative approach on
the number of executed jobs, we can stop the learning process every
time the model’s uncertainty shows a significant drop. That is, we
can stop the process whenever the uncertainty is reduced more
than a specific percentage λ w.r.t. the previous iteration. In addition,
the current uncertainty has to be lower than all the previous ones.

5.4 Job Execution Sampler
Recall that the Job Execution Sampler has the role of querying the
set of instantiated jobs and selecting only the most representative
ones to be executed. A job can be representative in two different
ways: (i) if it shares similar characteristics with a larger group
of other jobs, and (ii) if its execution can reduce significantly the
model’s uncertainty. Furthermore, the set of selected jobs to be
executed has to be as small as possible because submitting jobs can
be very expensive and we want to avoid unnecessary runs. The Job
Execution Sampler follows a completely unsupervised approach in
that it does not require prior knowledge about jobs’ execution time.
It participates in two phases of the labeling forecasting: in the ini-
tialization phase (line 3 in Algorithm 1), and the model refinement
phase (line 12), which we explain below.
Initialization sampling. At the beginning of Algorithm 1, no
labels are available for any of the instantiated jobs. Users have
to provide the number of jobs κ that has to be sampled in the
initialization phase (a value of κ ≥ 50 is empirically suggested). The
initial set of jobs to execute is composed of two subsets extracted
combining two different techniques.

The Job Execution Sampler selects the first subset of jobs by
analyzing the logarithm of the jobs’Source Card. Sum feature. This
feature characterizes each job with the sum of the cardinalities
of their Source operators. We want to sample κ

2 jobs that equally
represent jobs with small, medium, and high input cardinality. Thus,
we first sort jobs by their Source Card. Sum. Then, we split the range
of logarithm of Source Card. Sum values in κ

2 uniform intervals and
select the closest job to the boundaries of each interval. This leads to
a uniform coverage of the whole distribution of input cardinalities.

The Job Execution Sampler selects the second subset of jobs
by analyzing the whole set of features available for each job. It
exploits the Principal Component Analysis [51] (PCA) to extract a
small set of principal components from the jobs’ features. PCA is
usually used to reduce the size of high-dimensional problems by
aggregating correlated features and projecting them into a lower-
dimensional space allowing to highlight latent patterns in the data.
Then, the Job Execution Sampler identifies κ

2 groups of jobs through
agglomerative clustering [41].
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The clustering algorithm groups together jobs with correlated
characteristics while keeping separate the uncorrelated ones. At last,
the Job Execution Sampler selects the centroids of the clusters as a
sample of jobs to execute because they show average characteristics
among all the other jobs belonging to the same groups. This allows
for executing jobs with maximum inter-differences.
Model refinement sampling. During the iterative model refine-
ment process, the model is continuously trained with an increasing
number of executed jobs. To select the next set of jobs to execute, the
Job Execution Sampler analyzes the uncertainty of each forecasted
label. It sorts the non-executed jobs Jnoex on the labels’ uncertainty
u(l̂) and selects the last η percent of them to be executed in the next
iteration of Algorithm 1. Figure 6 shows an example of a threshold
above which the η = 5% percent of most uncertain jobs are selected
to be executed in the next iteration. The smaller η is, the finest is
the job selection but the larger the number of required iterations to
reach the convergence. This approach allows the model to refine
its learning process in the next iterations by analyzing the jobs that
caused a high level of uncertainty in the current step.

6 EXPERIMENTAL VALIDATION
The goal of DataFarm is to ease the use of ML in data manage-
ment systems by providing suitably large labeled training data.
Evaluating our framework is a challenge by itself as there is no
available ground truth, i.e., large query workload with its labels.
For this reason, we choose to validate DataFarm by showing (i)
the representativeness of the generated jobs along with the quality
of the estimated labels in Section 6.3 (ii) the effectiveness and the
efficiency of the generation process in Section 6.4, (iii) a detailed
comparison of our framework w.r.t. the current state-of-the-art in
Section 6.5, and (iv) an in-depth analysis in Section 6.6. We have
released DataFarm as open-source.4

6.1 Setup
We first elaborate on the different inputs and metrics we used.
Cluster setup.We ran all of our experiments usingApache Flink [4,
8] version 1.10.0 with the default settings on a four-node cluster.
Each node is equipped with a quad-core Intel Xeon 2.40GHz CPU
and configured with 16GB of main memory for each Flink worker.
Datasets and queries. We used both synthetic and real datasets
together with a small input query workload from TPC-H. Specifi-
cally, we used (i) four TPC-H datasets generated with different scale
factors, i.e., 1GB, 5GB, 10GB, 50GB, and (ii) the publicly available
IMDB database5. The four TCP-H datasets are exploited to show
that DataFarm is robust to high heterogeneity in tables cardinality
and it can thus deal with both short- and long-running jobs in the
same query workload. The IMDB dataset, instead, represents a typ-
ical real database with unbalanced data distributions. We exploit
it to test the robustness and the generality of the proposed frame-
work even in such a case. We used 6 TPC-H queries, i.e., Q1, Q3,
Q11, Q13, Q17, and Q21, which include a mix of common execution
patterns (i.e., pipelines, jobs with multiple joins and filters, groupby
aggregations, materialized views), being representative of the entire

4https://github.com/agora-ecosystem/data-farm
5https://www.kaggle.com/ashirwadsangwan/imdb-dataset

TPC-H workload. We implemented them using the Flink DataSet6
and Table7 APIs resulting in 12 Flink jobs. This very small set of
jobs constitutes the input to DataFarm. It includes all the operators
currently supported by our generator, i.e., Sink, Map, Reduce, Filter,
Join, GroupBy, Partition, and SortPartition.
Label Forecaster settings and validation metrics. We config-
ured the active label forecasting process with (i) a maximumnumber
of iterationsMAXi = 20, (ii) threshold η of 0.05 meaning that the
5% of the jobs with maximum uncertainty are executed in each
successive iteration, (iii) the number of jobs to execute during the
initialization κ set to 51, and, (iv) an early stopping condition λ
of 10% of the model’s uncertainty reduction. We used grid-search
with 3-fold cross-validation for the hyperparameters tuning of the
Label Forecaster (e.g., number of trees in Quantile Random Forest).
We experimentally picked these parameters intending to find a
good trade-off between the quality of the predicted labels and the
time required for the training data generation. In detail: The larger
the number of initial jobs is, the more information can be learned
in the firsts iterations in exchange for execution time; Increasing
η can reduce the efficiency of the process because more jobs are
executed in every iteration and the best stopping condition may be
located in between two iterations; Reducing η increases the number
of iterations and the overhead for model training; Finally, MAXi
has to be set according to the user’s maximum time budget and λ
has to be small enough to find a stop beforeMAXi is reached.

We used the R2 scores [11] between the forecasted labels and
the ground-truth execution times to validate the label forecaster.
The R2 score is a metric widely exploited in regression problems. It
measures the proportion of variance of the ground truth that has
been explained by the values forecasted by a model. The closer R2

is to 1, the better the model performance is. To obtain the ground-
truth values, we ran all the generated jobs to get their labels.

6.2 Generated Query Workloads with Labels
For the evaluation, we generated two workloads with labels:
• W1: Our framework generates 2, 000 synthetic jobs with labels
by analyzing our 12 Flink jobs and exploiting the four synthetic
TPC-H datasets as input data. Thus, for each of the input datasets,
it generates 50 abstract plans (with a maximum of 3 Join operators
and a maximum branch depth of 6 operators) and it instantiates 10
different versions for each of them.
• W2: Our framework generates 1, 000 synthetic jobs with labels
by using the transition matrices learned from the input-workload of
W1 and exploiting the IMDB dataset as input data. Thus, it generates
50 different abstract plans (with a maximum of 3 Join operators
and a maximum branch depth of 6 operators) and it instantiates 20
different versions for each of them.

6.3 Quality of Generated Query Workload
We first assess the quality of the generated query workload by
evaluating both (i) the representativeness of the generated jobs and
(ii) the accuracy of predicted labels.
Representativeness of jobs. To allow an ML-based optimizer to
properly generalize and be robust to eventual outliers the training
6https://ci.apache.org/projects/flink/flink-docs-release-1.10/dev/batch/
7https://ci.apache.org/projects/flink/flink-docs-release-1.10/dev/table/
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Figure 7: Characteristics of generated query workloads.
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Figure 8: Normalized operators’ distribution.
query workload has to be relevant to each use case: It should cover
as much as possible the features of the input workload and data.

Figure 7 shows the distributions of various characteristics for
the generated W1 and W2. We observe that DataFarm correctly
distributes the available data sources among the generated jobs:
All the input data is equally represented in the newly generated
workload W1 and W2 (Source Instances charts in Figure 7). It is
important to have a uniform representation of all the available
tables since a generated query workload has to allow ML models to
generalize in the learning process and to be robust in the prediction
process. Then, we observe that our framework reflects the distribu-
tion of the data for other operators, e.g., the Filter, Map, and Join
instances in Figure 7. In particular, we observe that the selectivity
included in the Filter instances cover the possible input values
exhaustively representing their distributions: W1 shows selectivity
values almost uniformly distributed, while W2 selectivity is con-
centrated in range (0.0, 0.1] in 41% of the cases, as real input data
distributions are skewed. Similarly, this holds for the UDFs com-
plexity of Map operators and the number of Join operators. Note
that the distributions of Map and Join operators are similar for W1
and W2 because they have been generated from the same input
workload, i.e., from the same transition matrices. We observed the
same patterns for all operators in the generated jobs.

These results reflect the power of DataFarm in capturing the
input data distribution in the generated jobs and confirm the rep-
resentativeness of the generated jobs for the user’s use case. To
further demonstrate this, we ran another experiment to study how
well our generated workloads cover the user’s workload.

Figure 8 shows how the normalized operators’ distributions in
the real query workload compared with the generated ones. We
observe that the operators’ distribution in our generated workload
has a similar mean to the operators’ distributions in the real work-
load. We also see that the first and third quartiles of the operators’
distribution in our generated workload always cover the ones of
the operators’ distributions in the real one. This shows not only the
representativeness of our generated workloads but also its coverage

Table 1: Summary of generated workloads.
Generated
Workload

# Gen. Jobs # Exec. Jobs Non-Exec.
Jobs [%]

R2 (Our) R2 (TDGen)

W1 2,000 142 93 0.67 <0
532 73 0.75 0.65

W2 1,000 141 86 0.16 0.07
418 58 0.52 0.08
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Figure 9: DataFarm forecasted labels with uncertainties.

of real workloads. We also observe that our generated workloads
extend real ones with jobs that cover a wider range of cases.
Accuracy of labels. Estimating the runtimes of generated jobs is
necessary to get the labels to complete the training data. However,
as we have already pointed out, executing all generated jobs can
take weeks or even months and cost a lot of money, e.g., cloud
provisioning costs. This is why our framework predicts the labels
by executing only a few jobs from the generated query workload.

To evaluate how realistic the predicted labels are, we measure
the R2 score. Table 1 summarizes the results obtained for W1 and
W2 on the first two early stoppings. For W1, the performance of
the label forecasting process reaches R2 = 0.67 by executing only
142 jobs. This means that most of the variance of the real execution
times has been captured effectively by just executing less than 10%
of generated jobs. For W2, the first early stop proposed by the
algorithm reaches 16% of explained variance with 141 executed
jobs. Instead, if the user has more time, on the second early stop it
reaches an R2 score of 0.52 and 418 executed jobs.

The quality of the predicted labels for W1 can be shown even
more clearly by plotting them as a function of the executed jobs
shown in Figure 9a. It plots the predicted labels for each one of
the 1858 non-executed jobs along with their prediction intervals
on a time scale. We observe that, independently of the size of the
input data, almost all predicted labels, along with their prediction
intervals, show values very close to the real execution time. Consid-
ering jobs with execution times reaching more than 12 minutes, the
predictions show a very good median error of just 2 seconds while
75% of the forecasted labels remain below an error of 8 seconds.

We observe that the predicted labels have a very low uncertainty
in short-running jobs while the prediction interval increases for
long-running ones. This allows us to easily identify which are the
generated jobs with possibly very long execution times and hence
increasing the reliability of the proposed labels is important.

We observe similar results for workload W2 as shown in Fig-
ure 9b. In this case, the unbalanced distributions of the values in
the input data are reflected in the generated jobs by the increased
complexity in forecasting labels as shown in Figure 9b. From these
results, we can see that to reach an amount of explained variance
around 50%, a higher amount of executed jobs are required w.r.t the
previous workload that is constructed from synthetic input data.
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(a) Increasing input data. (b) Increasing number of jobs.

Figure 11: Effectiveness and efficiency of the framework.

6.4 Effectiveness and Efficiency
We now show how effective and efficient the generated training
data is when used for an ML-based query optimizer that requires
a query workload with execution times. We compare DataFarm
with the common approach of manually labeling a query workload,
i.e., by executing every single query in the workload.

To evaluate this, we use our generated jobs with both the
predicted and real runtimes as two training datasets to build an ML
model that can be used by a query optimizer to predict runtime. It
is worth noting that with an initial workload of 24 jobs (6 TPC-H
queries with 4 different datasets), and thus only 24 labeled samples,
it would be impossible to train an ML model.

104 105

Real Exec. Time [ms] (Log scale)

104

105

Fo
re

ca
st

ed
 E

xe
c.

 T
im

e 
[m

s]
 (L

og
 sc

al
e)

Real
Train on ground truth
Train on DataFarm labels

Figure 10: Effectiveness.

Effectiveness.We first eval-
uate the quality of our pre-
dicted labels by training two
Random Forest regressors for
W1: one with our predicted
labels and one with the real
ones (ground truth). We then
predict the runtimes of our in-
put query workload (i.e., TPC-
H queries Q1, Q3, Q11, Q13, Q17, and Q21) using each model.

We observe in Figure 10 that the model trained on the generated
workload with our predicted labels reaches a very good 73% of
explained variance. This confirms once again that the proposed
generation process is able to capture many relevant aspects of the
input. Besides, it shows that having a limited number of mislabeled
jobs does not significantly affect DataFarm’s effectiveness: The
model trained with ground-truth labels is only 1% more accurate,
reaching just 74% of explained variance.
Efficiency. We now evaluate how much time users can save when
using DataFarm instead of executing each query to obtain its run-
time. We exploit the 500 jobs executed on four different scale factors
in W1. In addition, we generate 500, 1,000, 1,500, 2,000, 2,500 jobs
using the transition matrices learned from W1 and execute them
on 1GB scale factor. We consider only the runtime of the Label
Forecaster, as it is the computationally most expensive component:
While the Abstract Plan Generator and the Synthetic Job Instantia-
tor run in the order of seconds (e.g., 70s and 129s for generating
1, 000 and 2, 000 executable jobs, respectively), the Label Forecaster
runs in the order of hours (e.g., 4h for W1 to execute 142 jobs).

Figures 11a and 11b show the results. We observe thatDataFarm
provides a linearly increasing improvement factor w.r.t. both the
size of the input data reaching 3.4× (Figure 11a) and the number
of executed jobs reaching up to 16× (Figure 11b). Interestingly,
it achieves so without losing precision, i.e., the forecasted labels’
explained variance ranges between 54% and 78%. Thus, the total
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Figure 13: Labeling effective-
ness w.r.t. TDGen.

improvement factor is about 54× for 2,500 jobs with 50GB input
data (3.4 ∗ 16). We also extrapolate the improvement factor for 1TB
with 500 jobs and for 10,000 jobs with 1GB, leading to 3.7× and
28×, respectively (the red bars). This indicates that DataFarm’s
improvement factor increases significantly with the workload size.
For example, consider we need to generate a training workload of
10, 000 jobs, which is a common size for training datasets [12, 30, 56],
with an input data of 1TB. Thus, in this case, our framework reaches
an improvement factor of 104× (3.7 ∗ 28): It runs in less than 2
days while the current practice would require more than 6 months.
DataFarm achieves such a performance gain because it always runs
almost the same number of jobs. The number of executed jobs does
not change as long as they cover the variance of the non-executed
jobs and there is no concept drift [9, 16, 20, 22].

All these numbers show the high efficiency of our framework,
making it possible to generate training data with thousands of
heterogeneous queries while saving a huge amount of time.

6.5 Comparison with State-of-the-Art
We now compare DataFarm with TDGen [21], the only training
data generator for ML-based query optimization that we are aware
of. We generate a new set of 2, 000 jobs using TDGen and train
the ML model presented in Section 6.4. We then evaluate the mean
absolute error in estimating the costs of the real workload when
training the model with DataFarm jobs and with TDGen jobs.
Figure 12 shows the results. It is clear that DataFarm outperforms
TDGen for more than two orders of magnitude: When we execute
227 jobs and predict the performance of the rest, the ML model’s
error is up to 236× lower when trained with DataFarm jobs (17.1s)
than when trained with TDGen jobs (4, 024.2s). In fact, TDGen
originally executed 596 jobs, and still, it had a large error (1, 885s).

This shows the importance of generating plans based on a small
initial workload rather than on completely random jobs: TDGen
does not take into account either users’ real input workload or
users’ real input data. On the contrary, our framework is based
on a completely different, data-driven approach that allows us to
include both a small pre-existing workload and input data in the
generation process. Next, due to these fundamental differences, we
set a common ground by using the jobs generated by our framework
and compare their effectiveness only in labeling a given query
workload (labeling effectiveness). Lastly, we study the benefits of
taking into account users input.
Labeling effectiveness. We use workloads W1 and W2 both gen-
erated by DataFarm and forecast their labels using TDGen and our
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active labeling approach. We measured the quality of the forecasted
labels by exploiting the percentage of explained variance, i.e., R2

score, for both W1 (Figure 13a) and W2 (Figure 13b).
Figure 13a shows that DataFarm can explain almost 70% of the

variance of the real execution times already at the first iteration,
i.e., executing just 51 jobs. In contrast, TDGen is much less efficient
requiring to execute 309 jobs to reach a significant performance,
more than 6 times the number of jobs required by our method.

Even more significant is the case of W2, where jobs have been
generated with real input data. Figure 13b clearly shows that TD-
Gen is not able to get close to the performance of our framework,
even when executing more queries. This is because real input data
(such as IMDB) is typically characterized by unbalanced value distri-
butions. Thus, both DataFarm and TDGen show a low percentage
of explained variance in the first iteration, even if our framework is
already reaching better results than TDGen. DataFarm incremen-
tally improves the prediction performance along with the number
of executed queries: It is on average 6× more accurate while reach-
ing up to 9× better prediction performance in the last iteration w.r.t.
TDGen. While TDGen remains below 10% of explained variance.
Input data’s importance. In contrast with TDGen that uses a com-
pletely random approach to generate jobs, the high effectiveness of
DataFarm partly comes from the fact that it considers the charac-
teristics of input data. To better evaluate this, we ran an experiment
with a query workload of 2, 000 jobs, which we generated using
the W2’s input queries but imposing a uniform data distribution.
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Figure 14: Data importance.

We then build a Quantile Re-
gression Forest model taking
this newly generated work-
load as training data along
with its real labels to evalu-
ate the best-case scenario. We
used this model to predict the
execution time for W2. Fig-
ure 14 shows the results. We
observe that the predicted la-
bels are completely skewed. It is clear that predicting execution
times forW2, learning from aworkload executed on a uniform input
data distribution, is not effective. In fact, the result shows a negative
R2 = −0.40. This means that this model has worse performance
than always predicting the average value of the ground-truth.

These results demonstrate the high complexity of the addressed
problem while showing that our approach is a step forward to
efficiently generate training data for ML-based query optimization.

6.6 In-depth Analysis
At last, we analyze different design choices of DataFarm. Figure 15
shows the model’s uncertainty during the active labeling process
and the validation scores computed to validate the obtained results.
In the next paragraphs, the effectiveness of exploiting the model’s
uncertainty as a soft quality metric, of the active labeling sampling,
and of the cardinality estimation will be discussed.
Effect of model’s uncertainty. Our framework uses the model’s
uncertainty to determine when the labels obtained so far are suffi-
cient and thus, to stop the active learning process. The results, in
Figure 15, confirm that a decrement in uncertainty corresponds, in
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(a) W1 - Model’s uncertainty.
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Figure 15: Labeling model’s uncertainty and R2 scores.

most of the cases, to an increment of the predictive performance.
For instance, the overall trends of the model’s uncertainty in Fig-
ures 15a and 15c are aligned with the trends of the R2 scores for
the active labeling approach shown in Figures 15b and 15d for W1
and W2. In other words, if the uncertainty decreases overall, the
percentage of explained variance tends to increase.
Effect of active labeling. Thanks to the data-driven strategy we
use in the Job Execution Sampler, the proposed active labeling
outperforms the baseline of randomly sampling jobs. The compar-
ison between active labeling and random sampling is shown in
Figures 15b and 15d for W1 and W2. The active labeling always
achieves better R2 scores than the random sampling, even from
the very first iterations where the number of labeled samples is
very low and the complexity of the learning process is very high.
Also, our approach reaches higher explained variance, i.e., R2, with
less executed queries. This means that both the initialization (first
iteration) and the model refinement phase (successive iterations)
are efficient strategies for selecting the set of queries to execute.
It achieves high performance already from the first iteration and
increases it successively. We also studied using a weighted random
sampling strategy of the jobs to execute, with jobs’ uncertainties
as weights, instead of sampling based on top uncertain jobs. We
measured the mean absolute error of the ML model built for a query
optimizer (as in Section 6.4). In this case, sampling top uncertain
jobs rather than using weighted sampling, reduced the error of the
ML model of 1.7×, i.e., from 29.7s to 18.0s by running 142 jobs.
This is because weighted sampling leads to the execution of also
correctly labeled jobs. However, running these jobs is lowering the
learning speed of the Label Forecaster and results in lower accuracy.
Effect of outliers. We now study the effects of outliers,
e.g., caused by computing resources contention, during the
labeling process. We consider the second labeling iteration
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Figure 16: Outliers.

for W1, i.e., 142 executed jobs in Fig-
ure 15a and synthetically add a ran-
dom overhead of execution time (up to
an increment of 100%) to an increas-
ingly larger subsample of executed jobs
(i.e., 0%, 10%, 25%). We, then, train an
ML model with the workloads contain-
ing outliers and validate each resulting
model as explained in Section 6.4. For
this, we evaluate the mean absolute er-
ror (Figure 16). The results show that
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interference during the labeling process can lead to increasingly
larger errors in the ML model. However, note that a manual collec-
tion of labels would also be affected by outliers. Besides, we observe
that the uncertainty computed by the Label Forecaster increases up
to three orders of magnitudes with 25% of outliers. This confirms
that the proposed uncertainty metric correctly reflects the model’s
performance.
Effect of cardinality estimation. Recall the label forecasting pro-
cess computes features from the estimated output cardinalities. We
now evaluate how these estimations affect the predictive perfor-
mance of the ML model and thus, the estimated labels. To achieve
this, we perform the active labeling experiments with the real car-
dinalities, which we have extracted using the Flink task manager
when each job is running. The results in Figures 15b and 15d show
that a basic cardinality estimation process affects only marginally
the learning process. For W1, the predictive performance obtained
with estimated and real operators’ cardinalities are comparable,
showing an average difference in explained variance of just 3%. In-
stead, for W2 (Figure 15d) the real cardinalities allow active labeling
to be more efficient by reaching 50% of explained variance with
182 executed jobs, while with estimated cardinalities only 20% is
reached. However, this further demonstrates that our DataFarm is
effective even with errors in the cardinality estimation process. As
the cardinality estimation is still an open problem, we expect that
by using more accurate estimation techniques the quality of the
label estimation will improve significantly. However, investigating
cardinality estimation methods is out of the scope of our paper.

6.7 General applicability
We have designed DataFarm to be task-, platform-, and hardware-
independent. One can extend the Abstract Plan Generator and the
Synthetic Job Instantiator to support any type of operator, data type,
and UDF by simply implementing the provided interfaces as well as
to instantiate jobs on any big data platform (e.g., Flink [8], Spark [54]
or Rheem [1, 2]). In addition, the Label Forecaster is completely data-
driven and does not rely on the underlying hardware. In our case, it
collects the runtimes of the generated executed jobs and, based on
this, it learns to predict the runtime of the non-executed ones regard-
less of the hardware used (e.g., CPUs or GPUs). Finally,DataFarm’s
generation process can be customized to work for other target labels
of the generated jobs. The only component affected is the Label Fore-
caster. For instance, instead of collecting the runtimes of executed
jobs, it can collect the output cardinalities during the active labeling.
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Figure 17: Cardinalities labels.

In this way, it can gen-
erate training data for
learned cardinality esti-
mation components [18,
23]. Figure 17 shows pre-
liminary results of using
DataFarm to label W2
with output cardinalities instead of execution time. This shows
the extensibility of our approach.

7 RELATEDWORK
Data augmentation and dataset generation techniques with weak
supervision have been exploited in many ML domains [39, 40, 42,

45, 50]. However, just a few attempts have been done in the database
community. Most of the ML-based works in the database literature,
often rely on task-specific benchmarking workload generators, such
as TPC-H [37] or TPC-DS [36]. However, these tools are thought
of as benchmarks: they generate synthetic workload starting from
fixed execution patterns and, more importantly, they do not provide
any labels, still requiring to execute a large workload to get them.

A first attempt to synthetic workload generation with labels has
been recently proposed in [21]. In this work, the authors exploited a
heuristic approach to generate new query workloads and estimating
labels, i.e., jobs’ execution times: They execute a large number of
short-running jobs and only a few long-running ones and then
interpolate the real extracted values to estimate the labels for the
rest of the workload. However, [21] does not consider real input
workload and data, which impacts the model’s efficiency as we
observed in our experimental comparison with this work (TDGen).

Other works facing the problem of lack of labeled training sam-
ples are related to active learning approaches [14, 44]. Active learn-
ing is a common strategy employed in ML [5, 13, 28, 48] that has
been recently applied to data management problems as well [29].
In the latter, the authors address the performance degradation of
ML-based data management when incoming data differs from data
used to train the initial model. However, active learning alone does
not solve the lack of training samples. , i.e., the availability of het-
erogeneous query workload.

Many works address also the problem of predicting query work-
load performance exploiting ML algorithms [3, 21, 30, 33, 38, 47, 52,
55]. However, these works usually train and validate their solutions
on synthetic query workloads or on real workloads by manually
collecting ground-truth labels. Moreover, the solutions that rely on
deep learning approaches [30, 33, 47, 55] are not meant to be used
on small data. Thus, they are not suitable to efficiently estimate
labels by learning from few training samples, such as in Data-
Farm. Other approaches do not provide the models’ uncertainty,
e.g., [3, 38], and thus cannot be used to decide which are the jobs
to execute in our active learning approach.

8 CONCLUSION
We presented an innovative query workload augmentation frame-
work with efficient labeling estimation. DataFarm aims at fulfilling
the increasing need for large training data to train ML-based data
management components. It allows users to generate a large num-
ber of synthetic jobs by (i) imitating the execution patterns of a
small pre-existing real query workload, (ii) tailoring job instances
to the input data making them representative of each use case, and
(iii) estimating labels for each generated job by actively learning
their performance. We validated the quality of the generated jobs
with an extensive experimental evaluation. The results showed
that DataFarm outperforms the state-of-the-art in both effective-
ness and efficiency. Moreover, we demonstrated that it allows users
to save 54× (and up to an estimated 104×) time compared to the
common approach of executing all queries.
Acknowledgments. This work was funded by the German Min-
istry for Education and Research as BIFOLD – Berlin Institute for
the Foundations of Learning and Data (ref. 01IS18025A and ref.
01IS18037A).
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